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Abstract
We demonstrate 1) a web-based implementation of a gen-
erative machine learning model trained on transcriptions of
folk music from Ireland and the UK (http://folkrnn.org, live
since March 2018); 2) an online repository of work cre-
ated by machines (https://themachinefolksession.org/, live
since June 2018). These two websites provides a way for
the public to engage with some of the outcomes of our re-
search investigating the application of machine learning
to music practice [2, 3], as well as the evaluation of ma-
chine learning applied in such contexts. Our machine learn-
ing model is built around a text-based vocabulary, which
provides a very compact but expressive representation of
melody-focused music [4]. The specific kind of model we
use consists of three hidden layers of long short-term mem-
ory (LSTM) units [1]. We trained this model on over 23,000
transcriptions crowd-sourced from an online community de-
voted to these kinds of folk music.1 Several compositions
created with our application have been performed so far,
and recorded and posted online.2 We are also organising
a composition competition using our web-based implemen-
tation, the winning piece of which will be performed at the
2018 O’Reilly AI conference in London in October.3

1http://thesession.org
2https://www.youtube.com/channel/UC7wzmG64y2IbTUeWji_

qKhA
3https://folkrnn.org/competition/
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Technical specifications
Our demo requires only a computer (laptop provided),
headphones (provided), a table and an internet connection.
The space and time for setup are minimal.

Description of presentation
Our presentation will be an interactive demo of the web-
based implementation and the online repository. Figure 1
shows the folkrnn application after a user has generated a
new transcription. This user has clicked on "Compose", and
the model has generated the text seen at top. The imple-
mentation renders this in common practice notation, and
provides a way to audition the tune. A user can also change
the initialisation of the model, and can provide seed tokens
to start, e.g., the beginning of an existing melody. Figure 2
shows the welcome screen of The Machine Folk Session.
This website allows people to explore and submit tunes
generated by or with computers.

Examples of use
Our model has found use in several new compositions that
have been performed, e.g.:

1. “Bastard Tunes” by Oded Ben-Tal https://www.youtube.
com/watch?v=YZ2jb0ksOm4

2. “Between the Lines” by Oded Ben-Tal https://www.
youtube.com/watch?v=GdvylH-0Q1k

3. “Safe Houses” by Úna Monaghan https://www.youtube.
com/watch?v=x6LS9MbQj7Y&t=115s

4. “March to the Mainframe” by Bob L. Sturm https://www.
youtube.com/watch?v=TLzBcMvl15M

5. “Dialogues with folk-rnn” by Luca Turchet https://www.
youtube.com/watch?v=pkf3VqPieoo

Furthermore, several tunes generated by folk-rnn have also
been interpreted by professional musicians, e.g.,

1. Sets #1, 2 & 3 by an Irish ensemble: https://www.
youtube.com/watch?v=lZKc363886Y; https://www.youtube.
com/watch?v=_qpHaSwiJ-o&t=35s; https://www.youtube.
com/watch?v=j7RpmmahiZQ

2. “Interpretations of Computer-Generated Traditional
Music” by John Hughes (db) https://www.youtube.com/
watch?v=GmwYtNgHW4g

3. “Transcriptions #1469, 1470 & 1472 from The folk-
rnn (v2) Session Book, vol. 1 of 10” by Torbjörn Hult-
mark (sop. trom.): https://www.youtube.com/watch?v=
4kLxvJ-rXDs

Outside of these recordings, we have used the model to
create “The Endless folk-rnn Traditional Music Session”4

and 34 pdf volumes of 100,000 “machine folk” tunes.5
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Figure 1: Screenshot of the http://folkrnn.org.
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Figure 2: Screenshot of the welcome page of https://themachinefolksession.org/.
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